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1) Joel Walmsley:  
 Mind & Machine

• Joel Walmsley received his PhD in philosophy 
from UofT in 2006, and since that time has 
been teaching at the Univ. of Cork, Ireland. 

• He taught PHL342 more than once, and 
wrote this textbook in part in dedication to 
this course.

Textbooks
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2)   John Haugeland: Artificial Intelligence: The Very Idea

Textbooks (Cont’d)

John Haugeland, 1945–2010, was one of the finest philosophers of Artificial 
Intelligence.  A student of Hubert Dreyfus, he was also the son of an engineer, 
and had very deep engineering sensibilities.
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Contents — Part I (Introduction)
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Contents — Part II (The Classical Model)
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Contents — Part III (Alternative Architectures)
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Contents — Part IV (Open Issues)
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• Philosophy 
Modus ponens 
Intensional/extensional context  
Singular terms 
Propositional attitude 
Supervenience

• Cognitive science 
Semantic nets 
Frame problem 
Symbol grounding 
Deep learning 

“Relevance realization”

1. People who take this course are likely to have 
backgrounds in one of: 
a) Cognitive science;   or 
b) Philosophy

4. Inevitably, therefore, the course aims to cater to both sides of the dialectic. 

5. Strategy: While everyone may find a small amount of the discussion somewhat 
elementary, there will be plenty on the other side of the dialectic that will be new, 
and that will take work to master.

2. Very few will have a background in both cognitive science and philosophy.  

3. Thus many will recognize the terms in one of the following columns, but not 
in the other:
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1. This is a philosophy course. 

2. We will examine a number of different proposed “architectures” for the mind, 
including neural networks, extended mind proposals, systems based on logic, 
etc. — things familiar to some of you from COG250. 

3. Nevertheless, our focus throughout will not be on the technical details of how 
these systems work. If you are interested in such things, there are many 
resources available (in the readings on BlackBoard, cited in the references of 
the textbooks, etc.), that you are invited to read. 

4. Rather, our interest will be in conceptual questions that underlie them:  

a) Why does the proposed architecture claim to be an architecture of mind? 
b) What characteristics of the mind does the architecture claim to deal with, 

and what characteristics does it deal with in fact? 
c) How do those characteristics fit into a conception of the human, or the 

intelligent, that makes people matter—be subjects of emotional and 
ethical worth? 

… and so on 

5. Caveat emptor!  Philosophy is much harder than it seems on the surface (just 
ask anyone who has majored in philosophy)!

Remark #2: Philosophy
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1. In academic discussions, artificial intelligence (AI), the “mind”, etc., 
are often discussed in a detached, third-person way. 

2. Throughout, though, it is vital to keep in mind that this is us we are 
talking about. 

3. Cognitive science (and philosophy of mind) are reflexive enterprises: 
the mind attempting to understand itself, or us trying to understand 
ourselves. 

4. Before you embrace or pledge allegiance to any particular theory of 
mind, therefore, you should be prepared to think that this is what makes 
people that I care about be intelligent. 

5. That is: do not embrace a theory of mind unless you are prepared to 
say that that theory is an explanatory account of yourself, your family, 
your friends, and your lovers…

Remark #3: First-Person
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1. Cf. “life on Mars” — why do people assume it has to be carbon-based? 

2. Cf. SETI (“Search for Extra-terrestrial Intelligence”)  

3. A sense of “we”: what would have to be true of the machines we build—or 
creatures/system we discover elsewhere in the universe—for us to be obligated 
to extend a sense of “we” to them? 

— And for it to be unethical for us to unplug them? 

— And/or (is this the same thing?) for us to be able to empathize with them? 

4. Is it to be intelligent—to have a mind? 

5. And what is it to have a mind, anyway?
These are the questions on which  
Artificial Intelligence was founded

Creatures Like Us

What makes a lump of clay be a mind?
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Marks of the Mental
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16. Aesthetics 
17. Alterity 
18. Altruism 
19. Community 
20. Creativity

26. Introspection 
27. Intuition 
28. Judgment 
29. Qualia

21. Dreams 
22. Empathy 
23. Humour 
24. Imagination 
25. Intentionality
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D) Other 

1. Complexity 
2. Dreams 
3. Humour 
4. Community 
5. Creativity 
6. Judgment

Of considerable  
contemporary  
interest  
(in cog sci 
& philosophy;  
less in AI) 

B) Intentional / Semantic 

1. Language 
2. Thinking 
3. Perception & action 
4. Learning & memory 
5. Curiosity 
6. Imagination 
7. Introspection 
8. Intuition

Marks of the Mental — Natural Groupings
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A) Subjective 

1. Consciousness 
2. Self-consciousness 
3. Subjectivity 
4. Feelings & sensations 
5. Experience 
6. Qualia

C) Normative/Affective 

1. Emotions 
2. Ethics 
3. Alterity 
4. Altruism 
5. Empathy  
6. Spirituality 
7. Religiosity (?) 
8. AestheticsPrimary 

historical 
focus of  
AI, cog  
sci, &  
phil-mind,  
& hence of  
this course
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A) Subjective 

1. Consciousness 
2. Self-consciousness 
3. Subjectivity 
4. Feelings & sensations 
5. Experience 
6. Qualia

C) Normative/Affective 

1. Emotions 
2. Ethics 
3. Alterity 
4. Altruism 
5. Empathy  
6. Spirituality 
7. Religiosity (?) 
8. AestheticsPrimary 

historical 
focus of 
AI, cog  
sci, &  
phil-mind,  
& hence of  
this course

This course w
ill  

prim
arily deal  

w
ith these topics
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It’s not enough just to have a subject matter … we need a problematic

The “Mind/Body” Problem

 5

~

≈ 2. How does the mind emerge from,  
and interact with, the body?

1. How does the mind emerge  
from the brain?

These are both variants on the  
classic mind/body problem.

v
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The “Mind/Body/World” Problem
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3. How can mind—and intentional phenomena in general, but also subjective 
and affective phenomena—arise in, be compatible with, affect and be 
affected by, and be about (and thereby give us access to) the world?

Non-causal!†  (what 

does that imply about 

minds being machines?)

† Cf. the iPhone app that cannot be built—one that causes  
    your phone to beep every time you are thought about!
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The Representational Theory of Mind
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Level of abstraction
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1. One approach to studying the mind that has been evident for a very long time is to 
study the brain. 

a) There are practical difficulties, which have stood in the way historically. 

b) Over the last 50 years or so, post-mortem techniques have allowed very fine-
grained anatomical analyses. More recently, non-invasive scanning techniques, 
such as fMRI (frequency magnetic resonance imaging) have allowed some live 
neurophysiological analyses, but they are still not very precise either spatially 
(~1–5 mm, compared to a neuronal size of .004–.1 mm, or an axon size of .01 
mm) or temporally (~1 sec, compared to firing rates of ~10–100 msec). 

2. We will talk some (not a lot!) about neuroscience later in the course. But there has 
also been a long-standing belief that studying human intelligence at the level of the 
neurons is too low level to get at what matters. 

3. And wrt AI, it has never been more than a theoretical conceit that we could 
construct a machine intelligence by simulating the brain in detail. 

4. Instead, both philosophy of mind and AI have thought that the way to understand 
intelligence is at a higher level of abstraction.
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Behaviour

1. Perhaps the simplest approach, conceptually, is to set 
the “mind” aside entirely, and to study intelligence (or 
at least human psychology, but the approach can be 
extended) purely in terms of behaviour. 

2. A motivation for this approach is that behaving is what 
creatures do (including intelligent creatures). 

3. Loosely speaking, “behaviourism” can be applied to 
any approach that takes the behaviour of the system 
in question to be the empirical evidence to which any 
proposed theory must do justice. 

4. By and large, however, the term ‘behaviourism’ is 
used for a much stronger program.
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Behaviourism

1. Creatures behave (we are what we do) 

2. Psychology: 

a) Science of behaviour 
b) (Not science of mind) 

3. Behaviour can be described/explained 

a) Without reference to mental events 
b) Without reference to internal psychological 

processes 

4. Sources of behaviour are external 

5. In the extreme: science is just an account of 
observable bumping and shoving (“bumps and 
grunts”) 

6. This is the approach that gave rise to accounts of 
systems in terms of “stimulus” and “response”

No need to posit anything in here!

 4
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Problems with Behaviourism

1. Generalizations don’t work if you cannot refer to 
what someone wants, believes, etc. 

a) Person X wants Y 
b) You place Y in front of X 
c) Nothing prevents X from reaching Y 

d) X will grasp Y 

2. But first tell X that Y contains poison, or a bomb: 

a) Person X wants Y 
b) You place Y in front of X 
c) Nothing prevents X from reaching Y 
d) X will not grasp Y 

3. Same stimulus; different response
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Problems with Behaviourism (cont’d)

4. Similarly for wants, desires, fears, etc. 

5. Leads to a sense that a  proper psychology (theory of 
mind) must advert to mental states and mental 
processes 

6. I.e., psychology does need to be a theory  of mind 

a) We do need to refer to mental events 
b) We do need to refer to internal  

psychological processes

states!

processes!

stuff!

 6
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Mental States

1. This raises the very serious question of what mental states are 

2. How do we describe people’s mental states?  

3. What is striking is that although, as scientists, we are claiming we have to posit 
internal states (of the mind) in order to give an adequate theoretical account 
of it, in ordinary human discourse we don’t describe people’s mental states by 
referring to anything very much like the internal state of a complex mechanism. 

4. Rather, we say things like this: 

a) “He believes that Elvis would have liked him”  
b) “She wants to drive a Masserati Quattroporte”  
c) “They are terrified that the slag heap will start to move”  
d) “I desperately hope that the U.S. elects a progressive President”  
e) “We intend to upload our minds before old age takes us down”  

… etc.
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5. Descriptions of mental states, in ordinary discourse, seem to take a common 
general form: 

α x’s that β 

where 

a) α is a person or subject 
b) x is what is known as a propositional attitude 

— the attitude that α takes towards the proposition 

— i.e., fear, hope, believe, doubt, deny, intend, wonder, etc. 
c) “that β” is a proposition that β is the case

Mental States (cont’d)

6. Our examples: 

a) “He believes that Elvis would have liked him”  
b) “She wants to drive a Masserati Quattroporte”  
c) “They are terrified that the slag heap will start to move”  
d) “I desperately hope that the U.S. elects a progressive President”  
e) “We intend to upload our minds before old age takes us down” 

 8
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5. Descriptions of mental states, in ordinary discourse, seem to take a common 
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1. Understanding mental states in terms of propositional attitudes is called 

Folk psychology 

2. It is an astonishingly (and uniquely?) powerful way to explain and predict behaviour 

3. Some examples 
a) Why did they smash the bank door? 

— They desired money 
— They knew that money was kept in the bank 
— They understood that the only thing keeping them from taking the money was 

the locked door 
— They knew that if they smashed the door, they could get through … 

b) Why did she leave class early? 
— She intended to get to the concert 
— She wanted to avoid rush hour 
— She knew that rush hour would start at 4:00 … Makes t

ons of se
nse!

4. So it is no surprise that using folk psychology was the initial way to describe the 
mind at a higher level of abstraction than in terms of its neural configuration.

Folk Psychology

 12
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Importance of Folk Psychology

1. Folk psychology was the inspiration behind the development of 

a) Logic, including formal logic 
b) Computing  
c) Artificial Intelligence    

2. It is therefore essential to understand both its powers and its limitations—its 
merits and its demerits—in order to understand the history of AI, and to be able 
to evaluate alternative AI proposals and architectures. 

3. Two properties of folk psychology are particularly important: 

a) Its implication of something like a language of thought—with all that 
that implies (especially: systematicity, productivity, and compositionality). 

b) The fact that it is inherently a representational theory of mind 

4. The composition of these two properties is what we will call the  

Classical theory of mind 

5. We will look in turn at the two defining features of the classical theory
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Classical Property #1 — The Language of Thought

What is implied by treating mental states as propositional attitudes? 

1. Finite set of attitudes (belief, desire, intention, fear, hope, worry, etc.), and 

2. Finite number of words and/or concepts, but an 

3. Unbounded set of possible propositions 

4. In the abstract, structured roughly as sentences (roughly: subject, verb, object, in 
some order or other) 

5. Suggests that mental states are composed on the model of a language 

6. This is what is known as the 
Language  of  Thought (LOT)

a) Productivity — the fact that our production and comprehension are  
  unbounded; and 

b) Systematicity — the fact that the meanings of whole sentences and whole  
  thoughts are systematically related to the meanings of  
  the words they are made up of.

7. (Uniquely?) capable of explaining two critical facts about thoughts:

 14
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Productivity

1. The productivity of both language and thought is the fundamental fact that we can: 

a) Understand (and generate) an unbounded number of sentences we have never 
heard (or uttered) before 

b) Understand (and generate) an unbounded number of thoughts we have never 
had before 

2. This productivity is such a natural part of how we think and speak that one may not 
even notice it explicitly, or realize how astonishingly powerful (and useful!) it is. 

3. Some examples (of sentences I guarantee you have never encountered before, but 
which you will understand perfectly well, and which will cause you to entertain a 
thought you have never had before): 

a) “Although wildebeests despise grapefruits, 
you wouldn’t know this by watching them  
read Dostoevsky.” 

b) “Does the shape of Bangladesh remind you 
of a rutabaga?” 

c) “Tigers don’t eat other animals whose  
name starts with ’T’.
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Systematicity

1. The systematicity of both language and thought is the fundamental fact that: 

a) If we understand (and generate) sentences with constituents words s1, s2, …, 
then we can understand other sentences using the same (or closely related) 
words 

b) If we understand (and generate) thoughts with constituents concepts c1, c2, 
…, then we can understand other thoughts using the same (or closely related) 
concepts 

2. Again, this may seem so obvious as hardly to deserve mention, yet it, too, is as 
fundamentally important a fact about mind and intelligence as any that exists. 

3. Examples 

a) If you understand “The table is covering the rug”, you will also understand “The rug 
is covering the table” 

b) If you understand “The white dog ate the black cookie,” you will also understand 
“The black dog ate the white cookie.” 

c) If you understand “The weather is beautiful; wish you were here!”, you will also 
understand “The weather is here; wish you were beautiful!”

 16
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Compositionality

1. Systematicity and productivity are normally explained in terms of the compositionality of 
language and thought 

a) In the end, it is not just that the fundamental argument for a “language of thought” 
is its ability to explain the systematicity and productivity of language and thought. 

b) Rather, what a “language of thought” is taken to be is an internal architecture or 
configuration that has the properties of systematicity and productivity, in virtue of being a 
compositional representational scheme (more on representation in a moment). 

2. Compositionality is the fact or claim that the meaning of a complex expression is 
determined by: 

a) Its  grammatical structure and 
b) The meanings of its constituents 

3. Examples 

a) “7 + ((24/2) ÷ 3)” 
b) “Pat loved Hilary” 
c) “Pat was loved by Hilary” 
d) “The dog ate the cookie that was left on the corner of the table adjacent to the 

bookstand that your grandmother gave you the first time that you broke your ankle 
and had to be out of school for almost 7 weeks.”
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Importance

1. Productivity and systematicity, enabled by compositionality, make 
a very powerful combination 

2. Cf. Jerry Fodor (who wrote a book called The Language of Thought)

“Human cognition exhibits a complex of closely related 
properties—including systematicity, productivity and compositionality—
which a theory of cognitive architecture ignores at its peril. If you 
are stuck with a theory that denies that cognition has these 
properties, you are dead and gone. If you are stuck with a theory 
that is compatible with cognition having these properties but is 
unable to explain why it does, you are, though arguably still 
breathing, clearly in deep trouble.”

Fodor, Jerry (1997). “Connectionism and the Problem of 
Systematicity (Continued): Why Smolensky’s Solution Still 
Doesn’t Work.” Cognition 62 (1):109-19 (1997)

 18
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AI and GOFAI (“Good Old-Fashioned Artificial Intelligence”)

1. Though there are other ingredients (such as formality, which we’ll get to in 
due course), productivity and systematicity, enabled by the underlying  
compositionality of the symbol structures, constitute the most compelling 
argument for the classical (GOFAI) model of mind. 

2. This is because GOFAI, based on a very particular model of formal symbol 
manipulation, shows us how a machine or mechanical device (such as a 
computer) could exhibit these properties. 

3. By now, the fact that a machine could have such properties seems obvious, 
but for most of human history it was not obvious at all—in fact it seemed 
impossible.  What allowed it to make the transition—from impossible to 
possible to actual to obvious—is essentially the story of the rise of 
computing. 

4. Before the development of computing, however, it was not obvious (in fact 
seemed impossible) to such (otherwise brilliant!) thinkers as Descartes—
whom we will talk about Thursday. 

5. One reason it was not obvious a machine could demonstrate such properties 
has to do with the fact that the language of thought model is an instance of 
a representational theory of mind.

 19 Slide           / 24(I · Intro) Representational Theory of Mind

Minds & Machines2019 · April · 17 Lecture — A · 03

1. Go back to the picture we had, about how behaviourism doesn’t work, and 
how a theory of mind has to talk about internal states and processes. 

2. We have seen that the Language of Thought idea, based on folk psychology, 
makes a specific suggestion about what the states, processes, and other stuff 
in the mind is. 

3. They are “sentences in  
mentalese” (i.e., expressions 
in a language of thought,  
where that means a  
representational or symbolic  
system which has the  
properties of productivity  
and systematicity,  
enabled by its fundamental  
compositionality):

states!

processes!

stuff! expressions 
in mentalese

Classical Property #2 — The Representational Theory of Mind
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Representational Theory of Mind (cont’d)

1. More specifically, the picture we are now 
working with is as depicted to the right. 

2. The “mentalese expressions” are taken to 
be symbols, which represent the world 
that the agent inhabits (that is: represent 
states of affairs that they think about). 

3. In this picture, there are two critical 
relations, which have to be coordinated 

a) A causal relationship, which 
transforms the symbols into other 
ones—the how thinking works part. 

— Indicated with single, red arrows 

b) A semantic relation of aboutness, 
which relates the symbols to what it is 
that they represent 

— Indicated with double, blue arrows 

— As we said earlier, these semantic 
relations are not causal
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4. There are two fundamental facts that 
govern all representational theories of 
both minds and machines: 

a) They must work, causally, in virtue 
of the causal relations (red arrows). 

b) To work properly, however, requires 
that the symbols in the system (mind 
or machine) remain  appropriately 
coordinated with the world they are 
about (blue arrows). 

5. This implies that all such systems are 
governed by a norm. 

6. Without this coordinating norm, a 
representational system is nothing! 

7. And notice that the norm cannot be expressed 
in purely causal terms. This will be an 
extremely important fact for us 
throughout the rest of the course.

 22

Representational Theory of Mind (cont’d)
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Next — Descartes’ Meditations

1. In the next lecture, we will talk about Descartes’ Meditations—one of the most 
famous philosophy articles of all time, let alone for its impact on our 
understanding of the mind. 

2. In preparation, please read the Meditations.  It is easy to make your way 
through (and only 35 pages!) 

3. Note, when we go over it in class, I will  not  be interested in  either  of the 
two things for which Descartes is famous: 

a) Descartes’ arguments for the existence of God; or 

b) Descartes dualism, or separation of mind and body! 

4. So you can ignore both of those issues. What we are interested in is 
Descartes’ conception of the mind.

23
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Descartes’ Meditations

 1

“Cogito, ergo sum”

First, a preliminary remark …
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 2

By the “semantics” of mental 
states, I mean the relation 
between mind and world (β)

Preliminary remark:  Semantics — especially Reference

1. Some people are tempted to think that, because it is not a causal relation, (referential) 
semantics like this must not exist.  But that is not actually a possible view to hold …
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Preliminary remark:  Semantics — especially Reference (cont’d)

 3

*In desperation, one might think that it would mean: “When I use names (like ‘Andromeda’), I am not referring to my thoughts and experiences about ‘those things’ [what would 
‘those things’ be?].  Rather, I am referring to my thoughts and experiences about those thoughts and experiences. But then the problem would recurse, infinitely—leading to absurdity.

2. Sentences such as the following cannot be said (they are self-contradictory): 

“When I use terms (like ‘’Pat’s mom’ or Andromeda’), I am not referring to things 
  out in the real world.  Rather, I am referring to 
  my thoughts and experiences of those things.”

3. There are many problems with this claim: 
a. The term ‘things out in the real world’ must 

refer, not to thoughts and experiences, but  
to things in the world (outside the head)— 
in order for the sentence to make sense! 

b. If, along with ‘Pat's mom’ and ‘Andromeda’, the phrase ‘things out in the real 
world’ also referred to thoughts and experiences, the sentence would be vacuous!* 

c. Moreover, if one could not refer to the real world, then the terms ‘thoughts’ and 
‘experiences’ wouldn’t exist, since everything one talked about would be thoughts  
and experiences. 

d. … And so on

4. Basically, reference has to exist, and we must be referring to the world when we talk and 
think—on pain of contradiction.  It isn’t actually possible to imagine it’s not being true!
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~ –100
Nicolaus Copernicus (1473–1542)

† Roman Inquisition (1615): Heliocentrism is “foolish and absurd in philosophy, and  
    formally heretical since it explicitly contradicts in many places the sense of Holy Scripture

†

 4

Rene Descartes 
(1596–1650)

~ +370
Today

~ +70

Isaac Newton (1642–1726)

Galileo Galilei (1564–1642)

~ –1 gen

Immanuel Kant (1724–1804)
~ +140

Charles Darwin (1809–1882)
~ +220
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 5

• The “father of modern philosophy” 

• Arithmetized geometry (analytic geometry) 

• Very definitely a  rationalist

René Descartes (1596–1650)

?
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and minds?

A “Just-So Story” about the Rise of Science (and Computing)
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Concerns of the rationalists 
(logic, mathematics)

Concerns of the empiricists  
(matter, material, mechanism)

A “Just-So Story” about the Rise of Science (and Computing) — cont’d
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A “Just-So Story” about the Rise of Science (and Computing) — cont’d
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A “Just-So Story” about the Rise of Science (and Computing) — cont’d
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1. (As I said on Tuesday) we will not consider arguments for (or about) God… 

… or his arguments for dualism 

2. Descartes’ scepticism is methodological, not a real belief (epistemological, 
ontological, or metaphysical) 

3. To read Descartes properly, you need to get the emphasis right!

Introductory Remarks about Descartes
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Does need  to 
show some 
beliefs false  
(or at least 
dubitable)

P1·L

Getting the Emphasis Right
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Does need to 
show—or at least 
argue—that some 
beliefs are, or  
anyway could be, 
false

≈

P1·L

Getting the Emphasis Right
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Fits with the 
meaning  
of the 
subsequent 
sentences.

P1·L

Getting the Emphasis Right
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Meditation · I 

“On What Can Be Called Into Doubt”
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P2·L

◆
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P2·L
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P2·R
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Meditation · II 

“The nature of the human mind, and how it is 
better known than the body”
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P4·R
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P5·L
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P5·R
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P6·L
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P6·R
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P7·R
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P7·R
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P8·R
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Meditation · VI 

“The existence of material things, and  
the real distinction between mind and body”
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P28·L
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P28·R

P28·L
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P29·R
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P30·R
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P31·L
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P31·L
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P31·R
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P32·R
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P34·L
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• When we get to examine proposed machine architectures and AI, keep 
Descartes’ thoughts in mind. He set the bar on thinking very, very high—and 
predicted a huge number of the things that “mere machines” can do, and that 
animals already do. 

• By the end of this course, it will be instructive to see how far we have come 
towards realizing, in a machine, his sense of cognition.
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